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Abstract
Wave instabilities of falling liquid films are crucial in many applications to enhance heat and mass transfer. Despite the 
importance of this issue, the interplay between the heat transfer and the wavy dynamics of falling films is still not completely 
understood. To get more insight, a planar laser-induced fluorescence technique has been developed for imaging the tempera-
ture distribution in the cross section of thin liquid films (approximately 0.5–1 mm thick), which are falling down an inclined 
heated surface. This study reports on the implementation of this imaging technique. It also discusses its advantages and 
limitations for the investigation of the heat transfer in the falling liquid films. Two-dimensional flow conditions and regular 
waves are considered for the reconstruction of a complete temperature field in the waves. Measurements provide new under-
standing of the wave ability to generate mixing within the film. Temperature maps reveal preferential regions where mixing 
occurs first, before eventually spreading to the rest of the film if the wave amplitude and the travel distance are large enough. 
The increase in the heat transfer coefficient is directly related to the internal mixing observed in the temperature images.
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1  Introduction

Falling liquid films are widely used in industrial applica-
tions, such as evaporators–condensers, heat exchangers, 
chemical reactor columns and many cooling devices. Wave 
instabilities of these falling films are crucial in these appli-
cations as they can increase several folds the heat and mass 
transfer coefficients with the gas phase and the solid wall 
compared to a smooth laminar liquid film (Frisk and Davis 
1972; Seban and Faghri 1978; Yoshimura et al. 1996), but 
the exact mechanism for the wave enhancement of heat and 

mass transfers is not yet fully elucidated. Several mecha-
nisms have been envisaged in the literature, for thin liquid 
films (with a thickness of approximately 0.5–1 mm) flow-
ing down an inclined wall, which are becoming unstable 
to long-wavelength disturbances above a critical value of 
the Reynolds number Re , depending on the wall inclination 
angle (Yih 1963):

• In thin liquid films, long-wave instabilities develop (nat-
urally or using a forcing mechanical system) into fast-
moving solitary waves characterized by a steep slope on
the leading parts of the wave, low slopes at the trailing
parts, and small capillary waves ahead of the large wave
(Alekseenko et al. 1994). For sufficiently high flow rates,
the velocity in the film exceeds the phase velocity of the
solitary waves, resulting in recirculation zones in the
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wave crests, when observed in the moving frame of ref-
erence attached to the solitary waves. Those recirculation 
zones are the place of an intense mixing of liquid, which 
can lead to a significant enhancement of the heat transfer 
within the liquid film (Roberts and Chang 2000; Rastat-
urin et al. 2006; Albert et al. 2014). Previous studies have 
found that the inclination angle of the solid surface, as 
well as the variation of viscosity and capillary effects, is 
influencing the extent of the recirculation zones (Miyara 
2000; Rohlfs and Scheid 2015).

• Another mechanism for the enhancement of heat and
mass transfers relates to the variable film thickness
(Kapitza and Kapitza 1965). When undulations pass
through a liquid film, the mean thickness of the film
becomes smaller than the thickness of the flat laminar
film transporting the same flow rate (Zhou and Prosper-
etti 2020). This results from the fact that the velocity
profile is not linear with the distance to the wall in a fall-
ing liquid film. A smaller thickness comes with a reduc-
tion in the resistance to thermal conduction in the film,
which was evaluated by Kapitza & Kapitza (Kapitza and
Kapitza 1965) in the case of sinusoidal waves.

• Yu et al. (2013) suggested a transverse heat convection
mechanism. The transverse component of the velocity is
not completely negligible under a wave, and it increases
with the wave amplitude, which can strengthen heat and
mass convection in the transverse direction. However,
heat transfer enhancement was observed by Yu et al.
(2013) for a sinusoidal wave at high disturbance frequen-
cies, not a solitary wave.

• Flow separation occurring in the capillary wave region
of solitary waves was also pointed out as another process
for enhancing the heat transfer (Dietze et al. 2008; Dietze
and Kneer 2011). Due to the strong streamwise change
in curvature of the liquid–gas interface in the capillary
waves (especially at the first capillary minimum), an
adverse pressure gradient can appear within the liquid
film. If sufficiently large, this pressure gradient can com-
pensate the streamwise component of the gravity force
and thus induce flow reversal and flow detachment from
the wall. This phenomenon leads to an enhancement of
wall-side heat transfer localized at the capillaries. Both
numerical and experimental studies have shown that
the heat transfer coefficient exhibits local maxima at
the respective capillary minima (Schagen and Modigell
2007; Kunugi et al. 2005).

The respective contribution of the above-mentioned
intensification mechanisms is still debated, and there is 
therefore a need for further studies to elucidate the interplay 
between heat or mass transfers and the wavy dynamics of 
falling films. Numerical simulations have been extensively 
used for the flow description of wavy films, but they usually 

suffer from too many restrictive assumptions. In particular, a 
self-similar parabolic velocity profile is sometimes assumed 
despite being often not justified, especially in the case of 
solitary waves (Malamataris et al. 2002). More sophisticated 
and accurate approaches (Ruyer-Quil and Manneville 2000; 
Frank 2003; Scheid et al. 2006; Åkesjö et al. 2019; Cellier 
and Ruyer-Quil 2020) use reduced models for the veloc-
ity field and the temperature distribution, but need further 
validations against experiments. Direct numerical simula-
tions of wavy films have also been performed with different 
methodologies (Miyara 2000; Gao et al. 2003; Kunugi et al. 
2005) but on numerical domains of limited extensions. Con-
sidering the thermodependency of physical properties, like 
surface tension and viscosity, is quite challenging and thus 
only a few numerical simulations actually account for the 
coupling effects between hydrodynamic and heat transfer 
(Kunugi and Kino 2005; Kunugi et al. 2005). Under non-
isothermal conditions, film contraction, rivulets and dry 
patch formation are triggered by Marangoni stresses induced 
by temperature non-uniformities over the liquid interface 
(Chinnov et al. 2012).

Experimental studies have relied on optical diagnostics 
in the search for increasing insight into the heat transfer 
mechanism. To obtain highly detailed spatial and temporal 
information on the liquid temperature, a particularly popular 
technique is infrared (IR) thermography, which allows for 
surface temperature measurements of both the free surface 
and the wall (Al-Sibai et al. 2002; Lel et al. 2008). This 
technique made it possible to carry out extensive experi-
mental investigations on the effect of thermocapillary forces 
(Zhang et al. 2007; Chinnov and Shatskii 2010; Markides 
et al. 2016). One limitation, however, is the impossibility 
of probing the temperature distribution in the depth of the 
liquid film (not just in the close vicinity of the surface). A 
promising approach for characterizing the temperature in 
the film depth is the use of laser-induced fluorescence (LIF). 
Temperature measurements with LIF are taken possible by 
some organic dyes, which have a temperature-dependent 
fluorescent emission. As an example, rhodamine B and kiton 
red have widespread applications in water solutions to deter-
mine the temperature in flows induced by natural convection 
(Coolen et al. 1999; Sakakibara and Adrian 2004) or to study 
turbulent mixing in turbulent plumes or jets (Sakakibara and 
Adrian 1999; Lemoine et al. 1999; Bruchhausen et al. 2005; 
Chaze et al. 2016). Techniques using a single dye and a sin-
gle spectral band for the detection of the LIF signal (denoted 
1cLIF hereafter) have historically been the first developed 
(Nakajima et al. 1991; Sakakibara et al. 1993; Lemoine et al. 
1999; Coolen et al. 1999). In the context study of heated liq-
uid film, Mathie et al. (2013) and Charogiannis et al. (2016) 
used rhodamine B as a fluorescent dye to measure the tem-
perature close to the free surface. A vertical laser sheet is 
used for the excitation of the fluorescence in the film, while 



a camera is positioned perpendicularly to observe the fluo-
rescence field. The very high concentration of rhodamine B 
(about 1 g/L) results in a strong absorption of the laser by 
the fluorescent dye. Only a very thin layer of a few tens of 
microns under the free surface of the film is illuminated by 
the laser light and thus contribute to the fluorescence signal. 
Both the movements of the free surface and its temperature 
can be monitored by this approach. Furthermore, this tech-
nique has also be coupled with velocity field measurement 
inside the film using PTV technique (Charogiannis et al. 
2015, 2017; Charogiannis and Markides 2019), which gave 
new insight on the mixing inside of the film with or with-
out wall heating compared to the Nusselt flat film solution, 
particularly showing that in the presence of wall-heating the 
flow remains fully laminar. The addition of velocity infor-
mation is crucial in building a complete picture on what 
occurs within the films and complements thermal field 
information such as that obtained in this study. Recently, 
Xue and Zhang (2018) made use of planar laser-induced 
fluorescence to determine the temperature in falling liquid 
films. A camera is used to visualize the liquid film from 
above, while the laser sheet, parallel to the flow, illuminates 
the whole film volume. This optical configuration permits 
to obtain the spatial distribution of the mean temperature 
over the solid surface, but not its variation across the film 
thickness. In the examples reported above, a single spec-
tral band is used for the detection of the fluorescence signal 
(1cLIF), and the temperature is directly deduced from the 
variations in the signal intensity relative to a reference (usu-
ally a measurement of the signal intensity at a location of 
the liquid flow where temperature is known by another way). 
Any disturbance of the LIF signal that does not pertain from 
the temperature leads to a measurement error. Extreme care 
is therefore necessary to maintain the influencing param-
eters, such as the number of fluorescent dye molecules in 
the measuring volume and the laser fluence, constant dur-
ing the measurements. Measurements by Xue and Zhang 
(2018) are therefore restricted to liquid films without waves. 
In the presence of waves, light refraction onto the film sur-
face can modify the spatial distribution of the laser light 
excitation within the liquid film and fluorescence transmis-
sion outwards of the film. Tackling these effects requires 
specific methods. Schagen and Modigell (2007) exploit the 
temperature dependence of the phosphorescence lifetime of 
diacetyl excited in the UV to measure the temperature in a 
wavy liquid film. Phosphorescence is a form of lumines-
cence, which differs from fluorescence by a much longer 
lifetime (about 1 ms in the case of diacetyl). This makes it 
relatively easy to monitor the time decay of the signal after 
a short laser pulse with conventional photodetectors. Tem-
perature is then deduced from the measurements of phospho-
rescence lifetime. However, the method has some shortcom-
ings. The phosphorescence lifetime may be longer than the 

characteristic time of thermal convection in the liquid flow. 
Diacetyl molecules are moving within the film flow, which 
accelerates the apparent decline of the signal. Assumptions 
about the velocity field are then required to correct lifetime 
measurements. Furthermore, phosphorescence is very sensi-
tive to quenching by atomic oxygen, which implies perform-
ing the experiments under an oxygen-free atmosphere and 
deoxygenated water. Another possible approach is the use 
of ratiometric techniques. The temperature can be deduced 
from the ratio between the intensities of two fluorescence 
emission bands, if they exhibit sufficiently different sensi-
tivities to temperature. Disturbances affecting the signals in 
both detection bands are eliminated in the fluorescence ratio. 
Despite requiring more equipment for its implementation, 
the method (denoted 2cLIF) has emerged as the most appro-
priate way to study temperature in a variety of two-phase 
flow configurations like droplets and sprays (Lemoine and 
Castanet 2013) and bubbly flows (Kosseifi et al. 2013), but 
to our best knowledge it has never been used in thin liquid 
films. The objective of this study is to report on the imple-
mentation of such a technique and discuss its advantages and 
limitations for the investigation of the heat transfer. Two-
dimensional flow conditions and regularly excited waves are 
considered to facilitate the reconstruction of the temperature 
field in these waves, which have extremely long wavelengths 
in comparison with their thickness.

2 � Experimental set‑up

The set-up to study the heating of falling liquid films is 
shown in Fig. 1. A thin liquid film is flowing on a thin tita-
nium foil of 100 µm thickness, sizing 30 cm wide and 40 cm 
long. The titanium foil is tensed between two copper rods, 
which also serve as electrodes for heating the foil by passing 

Fig. 1   Scheme of the experimental set-up for generating the waves 
and heating the falling film



an electric current into the foil. This assembly (foil and elec-
trodes) is fixed on the upstream liquid tank, which can be 
rotated to change the inclination of the heated foil from the 
horizontal (up to an angle � = 45°). A pump allows the circu-
lation of the liquid in a close loop between the upstream tank 
and a downstream buffer tank with a flow rate qv , typically 
ranging between 0 and 12 L/min. The liquid film is gener-
ated by an overflow of the upstream tank. By changing the 
inclination � of the foil and the flow rate qv , a control can be 
achieved on the film thickness � and the Reynolds number 
Re , defined as Re = qv/l� , where l is the foil width and � is 
the kinematic viscosity. The falling liquid film is particularly 
sensitive to external disturbances. Therefore, the pump and 
the experimental set-up are placed on vibration dampers, 
and the liquid flow is conditioned by a honeycomb grid in 
the upstream tank. The electrodes are connected in paral-
lel with a set of DC power supplies of adjustable voltage. 
Together, power supplies can provide an electrical current 
up to 1500 A for a voltage of about 3 V. The electrical cur-
rent and thus the heat flux generated by resistive heating 
inside the titanium foil are distributed almost uniformly over 
the entire surface of the titanium foil. As shown by Mathie 
and Markides (2013), the heat loss to the air is negligible 
compared to the heat absorbed by the liquid film. Thus, the 
heat flux can be calculated thanks to voltage and current 
measurements.

To control the inlet temperature of the liquid film, a heat 
exchanger is used to cool down the liquid coming from the 
downstream buffer tank. With this approach, a constant inlet 
temperature T0 below 20 °C or less can be maintained during 
the experiments.

Film instabilities can develop naturally, however here, 
they are forced using a mechanical system which creates 
a disturbance of the liquid flowrate. This system consists 
of two loudspeakers, the vibrating membrane of which is 

connected to a plastic plate. The vibrations of the loudspeak-
ers drive the plastic plate in vertical translation, while it is 
positioned at a short distance (typically a few tenth of mm) 
from the liquid free surface in the upstream tank.

In addition to temperature measurements, which are the 
main focus of this study, several other techniques are used 
to control the experimental conditions and characterize the 
topology and evolution of the liquid film. The liquid flow 
rate is measured by an ultrasonic flowmeter (measuring 
range 0–13 L/min). A chromatic confocal imaging probe 
(CCI) is used for measuring the local displacement of the
liquid film surface, as was previously done by numerous
studies (Lel et  al. 2005; Kofman et al. 2017). The CCI
probe (CHRocodile C sensor from PRECITEC OPTRONIK
equipped with a probe allowing a measuring range between
0 and 4 mm) can be moved to different positions along
the surface of the falling film to reconstruct the wave pro-
file. Thickness measurements are taken at a sampling rate
of 1000 points per second with an estimated accuracy of
1.2 µm. These accurate but very localized measurements of
film thickness are complemented by a wide field observation
of the liquid film surface using a camera. Some examples of
images taken with an oblique incident light source are shown
in Fig. 2 for a flow rate of qv = 3.9 L/min, an inclination � =

10 ° of the wall and three excitation frequencies ( f = 3 Hz,
5 Hz and 10 Hz). The waves considered in the study are
solitary waves that can be preceded by one or more capil-
lary waves. The wave front remains two-dimensional along
the midline of the foil, where optical measurements will be
taken. At the side edges of the flow channel, where the elec-
trodes are positioned, a damping of the waves is observed,
and the wave front is getting more curved. Further down-
stream (typically after about 20 cm), transverse instabilities
and wave interactions result in a transitioning of the fall-
ing film towards three-dimensional wave shapes, which are

(a) (b) (c)

Fig. 2   Pictures of waves for three forcing frequencies f = 3 Hz, 5 Hz and 10 Hz. These falling liquid films were obtained under isothermal condi-
tions at T

0
=20 °C for qv = 3.9 L/min, Re = 200, and � = 10 ◦



out of the scope of the present study. More sophisticated 
approaches would be required to achieve a reconstruction 
of the temperature across the whole liquid film with these 
more complex flow structures.

3 � Liquid temperature measurement 
in the liquid film using two‑colour 
laser‑induced fluorescence

Laser-induced fluorescence includes several methods for 
measuring temperature in liquids that can be grouped in 
different categories: one-colour/two-colour, one dye/two 
dyes, CW laser/pulsed laser, pointwise measurements/pla-
nar imaging (Lemoine and Castanet 2013). The relevance 
of these methods depends on the investigated experimental 
configurations and the expected results. Presently, the aim 
being to characterize the temperature gradients within the 
cross section of a liquid film, a planar LIF imaging is pre-
ferred to achieve thin optical slices of the film in the direc-
tion of the flow. However, since the wall and the electrodes 
are opaque, it will be necessary to visualize the fluorescence 
field with an inclination angle and through the free surface 
of the falling liquid film. This implies some corrections for 
the optical distortions induced by the waves that deform 
the liquid free surface. Also, a two-colour PLIF technique 
is required to limit the measurement biases inherent to the 
perturbations which can affect the fluorescence emission in 
the laser sheet and its transmission to the receiving optics. 
The implementation of such a technique is based on previous 
works performed in turbulent liquid jets (Chaze et al. 2016) 
and in droplets impinging onto a superheated wall (Chaze 
et al. 2017; Castanet et al. 2018), where a two-colour/two-
dye approach was used along with a pulsed laser for the 
fluorescence excitation.

3.1 � Description of the optical arrangement

A mixture of two fluorescent dyes, fluorescein disodium 
(FL) and sulforhodamine 640 (SR640) dissolved in water, 
is excited at 532 nm by a pulsed frequency-double Nd:YAG 
laser (Quantel Brillant B, 10 Hz repetition rate, 5 ns pulse 
width, 400 mJ/pulse, 8 mm diameter 1/e2 ). The optical 
system for the generation of the laser sheet is presented in 
Fig. 3. The laser beam is expanded by a first cylindrical 
lens ( f = 40 mm) to form a laser sheet that crosses the liq-
uid film perpendicularly to the wave front. In the transverse 
direction, a second cylindrical lens (f = 350 mm) is used to 
focalize the beam and achieve a small thickness of the laser 
light sheet. The laser sheet is 7 cm long and about 30 µm 
thick in the visualization region of the cameras. The angle 
between the laser sheet and the titanium foil is set at 64° by 
means of a tilting mirror. The optical system for fluorescence 

detection is tilted at an angle of 45° from the titanium foil. 
This value is a trade-off: a smaller viewing angles (relative to 
the film surface) would provide a better spatial resolution in 
the transverse direction of the film, but the critical angle for 
total reflection is 41° from the liquid film surface. Regarding 
the incidence angle of the laser sheet, it must differ signifi-
cantly from 45° to avoid laser light reflection in the direction 
of the detection optics.

The optical system for fluorescence detection, presented 
in Fig. 4, includes a macro lens (SIGMA APO MACRO 
150 mm F2.8 EX DG OS HSM), which is placed at a work-
ing distance of 30 cm. The two-colour LIF method for 
measuring the temperature in the falling liquid film implies 
using two cameras equipped with different chromatic fil-
ters to detect the fluorescence signal on two separated spec-
tral bands. A pellicle beamsplitter tilted at 45° is placed in 
front of two cameras (Allied Vision Tech Prosilica GT3300 
B/C GigE Camera 3296 × 2472, 12 bits, 5.5 µm/pixel). To 
improve the SNR in the images, it is necessary to perform 
a pixel binning by 4 in the vertical direction and 8 in the 
horizontal direction. Light refraction at the free surface of 
the liquid film results in a reduction in the spatial resolu-
tion in the observation of the film cross section. A ray trac-
ing should be used to evaluate the spatial resolution, also 
accounting for the non-coplanar arrangement of the laser 
sheet and the focal plane of the camera lens, and the incli-
nation angle.

3.2 � Principle of LIF measurements and selection 
of the spectral bands of detection

By neglecting fluorescence reabsorption, the fluorescence 
signal originating from a small liquid volume dV illuminated 
by a laser radiation of fluence I0 can be expressed as:

where K is a constant taking into account the signal trans-
mission (solid angle, chromatic filters) on the spectral band 
considered for the detection. The parameter C is the dye con-
centration and �0 is the absorption coefficient of the dye at 
the wavelength of the laser. Finally, the coefficient � denotes 
the fluorescence quantum yield (i.e. the probability of emit-
ting one photon of fluorescence after light absorption by a 
fluorescent molecule). In the above equation, parameters �0 , 
ISat and � can be dependent on temperature. For many dyes, 
� is decreasing with temperature. This is, for example, the
case of rhodamine B and kiton red, which are widely used
in aqueous solutions for temperature measurement, but both
FL and SR640 have a fluorescence yield close to 1 at normal
temperatures (Chaze et al. 2016).

(1)dF = K�0C�
I0

1 + I0∕ISat
dV ,



Presently, due to the small thickness of the laser sheet 
(about 30 µm), a pulse energy of a few mJ is sufficient 
to obtain a laser fluence I0 of the order of GW/cm2. This 
value exceeds by far the saturation intensity ISat of usual 
organic fluorescent dyes, which is about a few tens of MW/
cm2 (Chaze et al. 2016). Besides, experimental studies and 
theoretical models based on a two-level description of the 
fluorescence process indicate that ISat is inversely propor-
tional to the fluorescence yield �. Therefore, forI0 ≫ ISat , 
the fluorescence signal no longer depends on � , and 
Eq. (1) can be rewritten as:

For some dyes, the saturation of the fluorescence at high 
excitation power comes with a total or partial loss of tem-
perature sensitivity (Chaze et al. 2016). To measure the 
temperature, it is interesting to use a dye whose absorption 
coefficient �0 is temperature dependent. This is especially 
the case of FL for which �0 increases by + 3%/°C in water 
at pH = 6.

(2)dF ∼ K�0CdV

The locally emitted fluorescence (Eq. 2) must be inte-
grated along optical path from the inside of the liquid film 
to the detection optics, which leads to a dependency of the 
fluorescence signal on the geometry of the liquid film. A 
second dye, namely SR640, having no temperature depend-
ency, is thus added to use a ratiometric approach. The emis-
sion of SR640 is redshifted with respect to FL (Fig. 5), 
allowing the fluorescence detection in two separated bands: 
[540–560 nm] for FL and [λ > 640 nm] for SR640, with lim-
ited spectral conflicts (i.e. emission of one dye in the detec-
tion band of the other dye). The fluorescence ratio R of the 
signals in these two bands is given by:

The ratio R is the function of the concentrations 
of the dyes which are set at CFL = 2.10−4  mol/L and 
CSR640 = 0.710−6 mol/L. The absorption of FL is also known 
to be function of pH in aqueous solution. Therefore, pH is 
fixed at 6 with the addition of a buffer ( KH2PO4 : 2.64 g/L 
and Na2HPO4 : 0.44 g/L). Figure 6 shows the evolution of the 

(3)R =
FFL

FSR640

∼ �0,FL(T)
CFL

CSR640
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Fig. 3   Illumination of the falling liquid film by a laser light sheet



fluorescence ratio R as a function of the temperature used as 
a calibration in the measurements. These data were obtained 
with the above-described measurement set-up while chang-
ing the heat flux qw to vary the temperature in the flat liquid 
film. The film was obtained without forcing perturbations, 
and the flow length is short enough that no significant per-
turbation appears. Measurements in this figure indicate 
an increase in the ratio R of + 2.7%/°C, which is slightly 
less than expected from Eq. (3), but the difference can be 

explained by the emission of FL in the detection band of 
SR640, which is not totally negligible (Chaze et al. 2017). It 
should be noted that � and ISat are not temperature-depend-
ent in the case of FL and SR640; therefore, the fluorescence 
ratio R has the same temperature sensitivity at lower laser 
irradiances in the linear and partially saturated regimes of 
fluorescence excitation. In addition to a calibration, a refer-
ence is required to convert the ratio R into a temperature. It 
is usually taken on an unperturbed isothermal film before 
the heating of the foil as the temperature is easily known.

3.3 � Image processing and quantitative 
measurements

To obtain quantitative measurements of the temperature, a 
specific processing of the images is necessary. The steps of 
this processing, already described by Dunand et al. (2012) 
and Chaze et al. (2017) in the case of droplets spreading onto 
a superheated surface, are adapted here to reconstruct the 
temperature field inside a falling liquid film. One of the main 
differences with these previous studies is that the cameras’ 
field of view does not allow a full visualization of the tem-
perature field. The field of view of the cameras is restricted 
to about 8 mm in the horizontal direction, while the wave-
length of the film undulations is several cm as shown in 
Fig. 1. Therefore, a reconstruction method had to be specifi-
cally developed in this respect. It is based on the regular-
ity of the waves produced by the vibrating loudspeakers. 
The laser pulse is incrementally phase-shifted with respect 
to the wave generation in the aim of obtaining successive 
images of the different regions inside the travelling waves 
when it passes in front of the cameras. The recorded images 

–

Fig. 4   Optical set-up for the visualization of the fluorescent field in 
the liquid film

λ (nm)

Fig. 5   Absorption and emission spectra of FL and SR640 (dotted 
lines are for the absorption spectra, and plain lines for the emission 
spectra)

 ( )

= 2.7 

Fig. 6   In situ temperature calibration of the fluorescence ratio R . 
Measurements are taken on a flat liquid film while changing the heat-
ing power qw of the wall, at a known temperature and thickness



are finally assembled to reconstruct the entire temperature 
field in the waves.

3.3.1 � Pixel correspondence between the images 
of the cameras

Despite an effort to align the cameras, an additional calibra-
tion procedure is required to ensure that the two cameras 
visualize the same spatial region and are positioned relative 
to each other to the nearest pixel. A regular grid of circular 
dots (diameter: 50 μm, spacing: 125 μm) is imaged by the 
two cameras. Then, the coordinates of each of the dots in 
the images are found using a recognition algorithm, usually 
a simple greyscale threshold is adequate to detect the dots 
and their centres in the images. A third-order polynomial 
function is created to obtain a perfect matching between the 
coordinates of the dots in the images of the two cameras 
(Chaze et al. 2017). The third-order polynomial transform 
obtained from this spatial calibration is applied to the fluo-
rescence images before doing the ratio and determine the 
temperature. In addition to ensure a good pixel correspond-
ence of the images, the method also corrects for possible 
geometric aberrations, which are, however, negligible with 
the macro lens in use in the present optical system.

3.3.2 � Detection of the free surface of the liquid film 
and of the wall

The detection of the film edge comes at an early stage of 
the image processing, given that it is a requirement for the 
reconstruction technique presented in paragraph d. Figure 7 
presents a typical image of the fluorescence field in the liq-
uid film. Despite a very thin laser sheet (about 30 µm thick in 
the region of camera observation), the two edges of the film 
are not easily distinguishable. A careful comparison with the 
CCI technique reveals that the thickness of the fluorescence 
region is significantly larger than expected in a transversal 
cross section. The blur observed on the film edge is not due 
to a problem with the focusing of the macro lens, this latter 
having a depth of field of several mm. In fact, the most likely 
explanation seems to be an emission of fluorescence outside 
of the laser sheet for reasons that will be discussed in more 
detail in Sect. 4.

The detection of the film edges can be considered a 
priori among several methods: using a grey level as a 
threshold, finding the steepest gradient or the zero of the 
Laplacian. However, the latter two methods seem difficult 
to envisage in the present case. Figure 8 shows a typical 
evolution of the signal in a cross section of the film. At 
the location of the film edges, the signal level varies, 
but the slope is not really changing. The possibility of a 
grey-level threshold was therefore investigated more care-
fully. The signal level goes through a maximum denoted 

Imax approximately at the middle of the film height. As 
the film thickness � is increased, Imax increases but the 
fluorescence profiles keep a similar shape. As illustrated 
in Fig. 8, there is a similarity between the cross-sectional 

2 mm = 10°

Flow

Fig. 7   Raw image of the fluorescence field obtained in the case of a 
flat liquid film. The edges of the liquid film are blurred and therefore 
difficult to localize. Case of an isothermal flat film with a thickness of 
0.68 mm ( Re = 200)
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Fig. 8   Influence of the film thickness on the SR640 fluorescence dis-
tribution. In the top right insert, the maximum signal intensity near 
the centre of the film increases with thickness. Normalized profiles 
I∕Imax of the fluorescence intensity in cross sections of different thick-
nesses have a relatively similar profile, when plotted as a function 
of the reduced parameter � = z∕� − 1∕2 . Negative values of � corre-
spond to the free surface side of the film. Data are extracted from flat 
liquid films of various thicknesses



profiles when the signal level I  divided by Imax is plot-
ted against the reduced distance � = z∕� − 1∕2 , where z 
is the distance to the solid wall (Fig. 8). This similarity 
indicates that a relative grey-level threshold, denoted B , 
can be used to find the position of the free surface and 
the solid wall:

In the presence of waves, the pixels retained as inside 
the film are determined by I > Ithresh taking for Imax a dif-
ferent value for each of the film cross sections ( Imax varies 
with the thickness). To assess the value of coefficient 
B in Eq. (4), preliminary tests were conducted on flat 
and wavy liquid films using the CCI probe to accurately 
know the film thickness. These tests show that a good 
agreement for the film thickness can be obtained for B 
equal to 0.67 ±0.02 . In Fig. 9, the thickness of the region 
defined by I > Ithresh and B = 0.67 is plotted as a func-
tion of the thickness measured by the CCI probe. It is 
easy to check that the plot is a straight line of slope 1. In 
practice, the images of the fluorescence in the detection 
band [ �>640 nm] are used to detect the position of the 
film edges, since this detection band is temperature inde-
pendent. Then, the same mask is applied to the images of 
the other detection bands previously repositioned to the 
nearest pixel for image correspondence.

3.3.3 � Calculation of the temperature

After repositioning the images of the two cameras to allow 
a good pixel correspondence between them, the images are 
first subtracted from the background noise obtained in the 

(4)Ithresh = B Imax

dark when the laser is switched off. Then, the ratio of the 
images from the two cameras is calculated for the pixels situ-
ated within the boundaries of the film applying the threshold 
level in Eq. (4). A reference point ( Tref  , Rref  ) is required 
to convert the fluorescence ratio into a temperature. To 
obtained it, the fluorescence ratio is measured in the absence 
of electrical heating of the titanium foil. The temperature is 
finally derived from the following expression:

where Tref  and Rref  are, respectively, the reference tem-
perature and the reference ratio measured in the absence of 
heating. The parameter s denotes the temperature sensitivity 
of the fluorescence ratio, which is approximately 2.7%/°C 
based on Fig. 6.

3.3.4 � Reconstruction of a complete temperature field 
within a wave

The cameras’ field of view is about 8 mm wide with the 
current optical system, which is small compared to the 
wavelength of the film undulations. Images taken at differ-
ent times must be placed side by side to reconstruct the full 
temperature field in a wave. Unfortunately, the repetition 
frequency of the laser pulses and the acquisition frame rate 
of the cameras are both limited to a few Hz, which is not 
sufficient to generate enough images during the passage of 
a single wave. It is thus necessary to perform the reconstruc-
tion with images coming from several consecutive waves, 
which is not a major problem considering the regularity 
of the waves produced in the experiments. In practice, the 

(5)T = Tref +
1

s
⋅ ln

(
R

Rref

)

,

Fig. 9   Validation of the relative 
threshold approach to detect the 
edge of the liquid film in the 
images of the detection band 
[ �>640 nm]. The threshold
B = 0.67 introduced in Eq. (4)
is used to determine the film
edges and thus the thickness of
the liquid film, which is plotted
here as a function of the film
thickness measured by the CCI
probe. The vertical error bars
corresponds to ±1 pixel
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repetition frequency of the laser pulses f1 can be controlled 
using the input trigger of the laser flashlamp. The value f1 
can be imposed with a slight difference compared to the fre-
quency of the waves f2 . Hence, each time a new wave passes 
in front of the cameras, the time between the wave and the 
laser pulse changes by a small increment Δt=||1∕f2 − 1∕f1

|
| 

(Fig.  10). A frequency difference Δf = |
|f1 − f2

|
| on the 

order of 0.1 Hz allows getting a few tens of images before 
returning to the initial phase shift, when the phase shift has 
reached 2� . In principle, the frequency difference Δf  can 
be adjusted to have a very limited spatial overlap (or even 
no overlap) between the images. This type of optimization 
was not carried out in the present experiments. Instead, the 
images in the series are slightly redundant with a substantial 
spatial overlap.

One issue in the current experiments was that the laser 
pulses and the wave generation were not synchronized with a 
common clock, which made it impossible to know Δf  with a 
sufficient accuracy for an a priori reconstruction. The chosen 
solution makes use of the film thickness, which is changing 
from frame to frame, since a different region of the wave is 
visualized. The average film thickness 

−

�N in the Nth image of 
a series is calculated after having found the position of the 
free surface and the wall (step 3.3b). As shown in Fig. 11a, 
the time evolution of the average thickness 

−

� (defined by
−

�
(
tN
)
=

−

�N , where tN is the time of the Nth image) is first 
plotted. Then, the autocorrelation function E =

−

�∗
−

� is used 
to deduce the value of Δf  from the time position t1p of the 
first peak of the autocorrelation function ( Δf = 1/t1p ), which 
makes it possible to determine the temporal shift Δt more 
accurately (Fig. 11b).

To position the images in the series and reconstruct the 
temperature field, the spatial displacement Δx and the phase 

shift Δ� between two consecutive images can be determined 
by:

where c is the phase velocity of the wave, which can be 
obtained, like the wavelength, from the observation of the 
liquid film undulations presented in Fig. 2. Figure 11c shows 
the evolution of the average thickness 

−

� in the images once 
they have all been set in phase using Eq. (7). The images 
must be also shifted vertically to reconstruct the temperature 
field. This operation is required to have the images on the 
same line corresponding to the wall surface, given that the 
film is tilted by an angle β from the horizontal in the images 
(Fig. 12).

3.3.5 � Correction for optical distortion due to light 
refraction at the free surface

The thickness of the liquid film also has an influence on the 
position of the film in the images because of light refraction 
at the liquid/gas interface. This phenomenon is illustrated in 
Fig. 13 by considering only paraxial rays for the light that 
reaches the image plane of the detection. Two liquid films 
of different thickness are considered in Fig. 13. The laser 
sheet (featured in green) is deflected due to the refraction at 
the liquid/air interface of the film. The change in direction 
is the same regardless of the thickness of the liquid film. 
However, due to the difference in thickness, the intersection 
point between the laser sheet and the solid wall is shifted. 
When tracing the fluorescent rays of light that reach the 
image plane (under the paraxial approximation), it appears 

(6)Δx = c ⋅ Δt,

(7)Δ� = Δx∕�,

1/

1/

Laser pulses

Waves

Fig. 10   A timeline diagram showing that a difference in frequency 
between the generation of the waves and the laser pulses allows hav-
ing a time shift that varies wave after wave by an increment Δt = 

||1∕f2 − 1∕f
1
|
|. This is used to scan the inside of the waves and do a

reconstruction of the temperature field



that the image of the illuminated section of the liquid film 
is located at a position in the image, which depends on the 
film thickness. In this optical distortion, the thickness of the 
film is preserved, meaning that the ratio of the image size to 
the film size �′

1
/�1 is equal to �′

2
/�2 in Fig. 13. The height of 

the film in the images is related to the actual film thickness 
by a constant factor that depends only on the geometrical 
angles between on the one hand, the film surface and the 
laser sheet and on the other hand between the film surface 
and the camera optical axis (here these angles are fixed to 
64° and 45° in all the experiments). To correct the opti-
cal distortion, the images are first rotated from the angle � 
(Fig. 14a). The wall interface would be horizontal after this 
rotation if there was no distortion effect. Then, each verti-
cal section of the film in the images is displaced vertically 
(without changing its length) in order to position its bottom 
point (which corresponds to the wall) on the same horizontal 
line for all sections. An example of such transformation is 
shown in Fig. 14b. 

3.4 � First validations on isothermal falling liquid 
films

The measurement method was first tested on several 
unheated liquid films. The example, provided in Fig. 15, cor-
responds to f=10 Hz, �=10°, qv=3.9 L/min, Re=200 and 
a distance to the flow inlet x = 160 mm. The overall tem-
perature variations in the film are rather small, of the order 
of 1 °C (Fig. 15a). However, it seems that the fluorescence 
ratio and thus the temperature obtained after conversion into 
temperature slightly vary with the film thickness. The tem-
perature in Fig. 15a tends to be about 1 °C higher in regions 
where the film is thicker.

To confirm this observation, the average fluorescence 
ratio in different cross sections of a dozen of isothermal and 
wavy liquid (3 Hz ≤ f ≤ 10  Hz and 200 ≤ Re ≤ 300 ) was 
plotted as a function of the local film thickness in Fig. 16. 
The data consider different wave shapes and amplitudes 
and include many film thicknesses corresponding to dif-
ferent times in the wave period and several positions from 
the liquid film inlet (100 mm ≤ x ≤ 240 mm). As shown in 
Fig. 16, changing the thickness from 500 µm to 1 mm results 
in an increase in the average fluorescence ratio by about 
3%, which corresponds to a measurement bias of 1 °C. The 
increase in the ratio is rather linear with the film thickness. 

(a)

0.8

(b)

(c)

Fig. 11   Determination of the frequency difference Δf  in the case of 
a fall. a Average thickness in the image 

−

� as a function of the time 
of the image acquisition in the series b Autocorrelation of the film 
thickness ( E =

−

�∗
−

� ) and determination of the position of the first 
maximum t

1p , c Evolution of 
−

� in a wave period after phase deter-
mination using Eq.  (7). Data correspond to a wavy film in the con-
ditions f = 10  Hz, �=10°, qv =3.9 L/min, Re=200, T

0
=10  °C and 

qw = 1.25 W/cm
2 . The distance to the flow inlet is x = 100 mm

▸



Based on these results, a correction for the effect of the liq-
uid film thickness can be proposed. It consists in dividing 
the fluorescence ratio by a reference ratio, obtained from 
the linear fitting of the data in Fig. 16 (line plotted in red).

In practice, the positions of the free surface and the solid 
wall are first determined using the method described in 
Sect. 3.3.3. Knowing the thickness of a given cross section 
of the film, the fluorescence ratio of all the pixels in this 
cross section is divided by the reference ratio obtained from 
the linear fitting in Fig. 16. Finally, a corrected temperature 
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Fig. 12   Reconstruction of the temperature field by juxtaposing sev-
eral images taken at different times of the wave passage in the labora-
tory’s frame. The horizontal offset is calculated using Eq. (6), while 
the vertical offset is adjusted next to align the images of the film on 
the same line corresponding to the inclination � of the wall. Data cor-
respond to f = 10 Hz, �=10°, qv =3.9 L/min, Re=200, T

0
=10 °C and 

qw = 1.25 W/cm
2 . The distance to the flow inlet is x = 180 mm

Fig. 13   Scheme of the laser transmission and fluorescence collection 
in the liquid film. When the film thickness varies, the film image is 
displaced in the image and the depth of the collection volume by the 
detection optics increases. The undulations of the film surface are in a 
direction perpendicular to this viewing plane
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Fig. 14   Final steps in the reconstruction of the temperature field and 
evaluation of the the measurements uncertainties. a reconstructed 
temperature field turned to horizontal, b correction of the optical 
distortions due to light refraction at the free surface, c measurement 
uncertainties evaluated as described in Sect. 4.1, d comparison of the 
film thickness in the images with the CCI probe. The later is posi-
tioned 5  cm laterally in the y-direction from the LIF measurement 
region to achieve PLIF and CCI measurements simultaneously. Data 
correspond to the same liquid film as in Fig. 12
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Fig. 15   Temperature measured in an unheated falling film ( f  = 10 Hz, 
�= 10°, qv = 3.9 L/min, Re = 200 and T

0
 = 10 °C). a and b tempera-

ture field with and without correction for the effect of the liquid film
thickness, c mean temperature in the film cross section



is calculated using the temperature calibration in Fig. 6. Fig-
ure 15b shows the corrected temperature field for the same 
unheated liquid film as in Fig. 15a. In addition, Fig. 15c 
compares the spatial evolution of the average temperature 
before and after the correction. The corrected temperature 
field is very homogeneous as expected for an unheated liquid 
film. The slightly higher temperature near the solid wall in 
Fig. 15b could be explained by the not perfectly isothermal 
conditions of these experiments. The room temperature was 
18 °C, while the initial liquid temperature was 10 °C. Nev-
ertheless, it is reasonably clear that the correction method 
effectively eliminates parts of the measurement bias asso-
ciated with film thickness variation. It was therefore also 
considered for the heated liquid films. In particular, the 
results presented previously in Figs. 12 and 14 have already 
been corrected. Attempts to explain the influence of the film 
thickness on the measurements are provided in Sect. 4.

4 � Measurement biases and uncertainties

Measurement bias and uncertainties can be discussed for 
the 2cLIF technique. Uncertainties are related to the signal-
to-noise ratio of the cameras and the off-field fluorescence 
generated outside of the laser light sheet. Errors in the posi-
tioning of the liquid surface can be assessed, based on a 
comparison of the wave profile with CCI measurements. An 
example of such a comparison is provided in Fig. 14d.

4.1 � Signal‑to‑noise ratio

The noise of the acquired images is responsible for uncer-
tainties on the measured temperatures. It has been charac-
terized very carefully for the 12-bit CCD cameras that are 
used in this study (Chaze et al. 2017). The RMS of the read 
noise slightly increases with the grey level of the pixels. It 
approximatively varies from 10 to 40, while the grey level 
increases from 300 (dark noise level) to 4096 (maximum for 
12bits). In the same time, the dark current noise is limited 
to about 2 levels. The assessment method of the uncertain-
ties on the temperature measurements has been described 
by Chaze et al (2016). For a given pixel, two series of about 
100,000 numbers are created following a normal distribu-
tion, according to the following requirements:

1. The mean values of the series are, respectively, I1 and I2 , 
the signal levels measured by the cameras at the consid-
ered pixel position.

2. The RMS of the series is equal to the RMS noise level
of the cameras.

For each couple of numbers in the two series, the flu-
orescence ratio and the temperature are calculated. The 
RMS of the calculated temperatures denoted �T , is finally 
determined. Pixel binning, which allows combining the 
electric charge from adjacent pixels to reduce noise, is also 
accounted for. The binning of N pixels makes a ‘super pixel’ 
with a read noise divided by N , while the dark current noise
is reduced thanks to the binning by 

√
N . Figure 14c shows a

typical image of �T obtained in the case of a typical heated 
wavy liquid film. Its value is well below 1 °C with a maxi-
mum around 0.7 °C near the free surface and in the gap 
between the main wave and the capillary wave ahead of it. 
This corresponds to the regions where the film is the finest 
and the signal level the lowest.

4.2 � Effect of the fluorescence originating 
from the outside of the laser sheet

As mentioned above, the film thickness has several effects on 
the measurements (blurred edges of the film, changing fluo-
rescence ratio). These effects suggest that the fluorescence 
emission origin is not restricted to the laser sheet. In Fig. 13, 
a tracing of a few light rays illustrates that fluorescence is 
collected in a volume whose depth is increasing with the 
thickness of the liquid film. If fluorescence is emitted outside 
the laser sheet but falls in this collection volume, some off-
field contributions can be added to the fluorescence signal in 
the images and may cause a bias for the temperature meas-
urements. Below is a brief discussion about the possible 
sources of an off-field fluorescence and their possible effects 
on the measurements:

Fig. 16   Evolution of the fluorescence ratio as a function of the thick-
ness of the falling liquid film. These measurements were taken in iso-
thermal conditions for a dozen of wave frequencies ranging between 
3 and 10 Hz and 200 ≤ Re ≤ 300. The width of the 95% prediction 
interval corresponds to about 1% of the value of the fluorescence 
ratio, which means a temperature interval of about 0.4 °C



4.2.1 � Reflection of the laser light on the solid surface

The reflection of laser from the solid surface can be scat-
tered at just one angle (specular reflection) or scattered at 
multiple (diffuse reflection). The reflected laser light can 
in turn induce some fluorescence. In order to reduce the 
effect of laser reflection on the solid surface, several angles 
of inclination of the laser sheet were tested, but it turned out 
that a significant improvement of the images can only be 
obtained by depositing a thin layer of black paint (a few tens 
of microns) onto the wall surface using a spray. This paint 
layer reduces the parasitic emission of fluorescence in the 
fore and background of the images and makes it dramatically 
more uniform in the film (Fig. 17). It is also worth mention-
ing that the results presented previously were all obtained 
with a paint layer. However, despite the improvement pro-
vided by the paint, the fluorescence outside the laser sheet 
is not completely removed (Fig. 7).

An excitation of the fluorescence outside the laser sheet 
may be a problem if a chromatic aberration affects the cam-
era lens leading to a variation in the fluorescence ratio. Pres-
ently, such a chromatic aberration is expected to be very 
limited, given that the depth of the fluorescence collection 
volume is of the same order as the thickness of the liquid 
film (Fig. 13).

4.2.2 � Secondary fluorescence

The fluorescence emission induced by the laser light within the 
laser sheet (primary fluorescence) is isotropic. Only a small 
part of the emitted photons of fluorescence directly reaches 
the detection system. The other part either leave the liquid film 

without being detected or is absorbed by fluorescent molecules 
if these photons have a wavelength situated in the absorption 
band of one of the dyes. Presently, the fluorescent quantum 
yield of FL and SR640 is close to 1 (Chaze et al. 2016). As a 
result, when a photon is absorbed by a dye molecule, there is 
a high probability that a secondary photon is re-emitted. The 
resulting secondary fluorescence is more or less spread over a 
long distance from the laser sheet. To evaluate this, an absorp-
tion length can be calculated based on the Beer’s law. Fig-
ure 18 shows the absorption spectra of FL and SR640. SR640 
has an absorption spectrum, which overlaps the entire emis-
sion range of FL and a large part of its emission. For SR640, 
the peak of absorption corresponds to � = 1.89 ⋅ 105M−1.cm−1 
at 587 nm. In the case of FL at T  = 20 °C and pH = 6, the 
absorption peak is around 480 nm with an absorption coef-
ficient equal to � = 3.18 ⋅ 104 M−1.cm−1. Thus, FL has a much 
lower absorption peak, but the molar concentration of FL is 
much higher than the one of SR640 in the dye mixture ( CFL = 
2 ⋅ 10−4 M against CSR640 = 0.7 ⋅ 10−6 M), which enhances 
absorption by FL in comparison with SR640. The absorption 
length Labs (defined as the distance for a light reduction by 
50%) can be compared at the wavelengths of the dyes’ absorp-
tion peaks: Labs = 5 cm for the fluorescence at 587 nm and 
Labs = 1.5 mm at 480 nm. Close to the laser sheet, reabsorption 
by FL is the most significant but mainly concerns the emission 
of FL in the blue region. The primary fluorescence emitted 
above 540 nm is only absorbed by SR640 and is distributed 
over several centimetres from the laser sheet. In addition to this 
difference in spatial distribution, the secondary fluorescence 
emitted by SR640 is redshifted with respect to the secondary 
fluorescence emitted by FL. Hence, according to the thick-
ness of the liquid film and thus the depth of the collection 
volume, the contribution of secondary fluorescence of FL and 
SR640 becomes more or less important in the overall detected 

Wall surface

Flow

Fig. 17   The deposition of a layer of paint changes the distribution 
of fluorescence signal in the images. If there is no paint (a), a very 
bright emission band is observed on the surface of the wall. The 
deposition of a first layer of paint that partially covers the surface (b) 
makes it possible to remove most of this bright region but some spots 
remain. A more homogeneous fluorescence field is obtained with a 
more uniform paint layer (c). Case of a flat liquid film with a thick-
ness of about 2 mm

Fig. 18   Absorption coefficient of FL and SR640 as a function of the 
wavelength. Data correspond to pH = 6 in the case of FL
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fluorescence signal. This may explain the slight variation of 
the fluorescence ratio observed in the experiments with the 
thickness of the liquid film.

For completeness, extinction of primary fluorescence 
due to reabsorption should also be considered, as one detec-
tion band may be more attenuated than the other. In the 
band [540–560 nm], � ≈ 8 ⋅ 104 M−1.cm−1, which leads to 
a signal extinction of 0.5% when considering an absorption 
length of 1 mm (typical of the film thickness). For the band 
[λ > 640 nm], absorption can be safely neglected. Hence, reab-
sorption has a very limited influence on the fluorescence ratio 
and therefore is not responsible for the effect of the film thick-
ness on the fluorescence ratio.

4.2.3 � Spatial resolution of thermal gradients

Fluorescence from the outside of the laser sheet can down-
grade the resolution of thermal gradients in the images. To 
evaluate this measurement bias, the temperature field was char-
acterized inside flat liquid films, given that the temperature 
distribution can be obtained theoretically in such a configura-
tion. An illustration, along with the relevant parameters for this 
problem, is given in Fig. 19. The theoretical velocity field in 
the flat film is given by the Nusselt solution:

where u(y) is the longitudinal velocity component (i.e. paral-
lel to the wall) and � is the kinematic viscosity of the liquid. 
The heat equation is solved numerically with the finite ele-
ment method using the above velocity field:

(8)u(z) = g
sin(�)�2
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)

,

where α is the thermal diffusivity of water. The boundary 
conditions considered for the resolution of this problem are 
the following:

Figure 20 shows a comparison of the above theoretical 
model with the temperature measurements taken using the 
PLIF technique. Experimental profiles of the temperature 
are extracted for two flat liquid films of different thicknesses 
( � = 700 µm and � = 800 µm). The deviations between the
theoretical and experimental data generally do not exceed
more than 1 °C. Thermal gradients within the film seem to
be well captured by the measuring technique, despite the
presence of parasite fluorescence coming from outside the
laser sheet. The only noticeable difference can be pointed
out for the film with a volumetric flow rate qv = 3.9 L/min
at the downstream distance x = 180 mm. The experimental
temperature is about 2 °C below the theoretical model when
approaching the wall surface. This deviation can be attrib-
uted to some disturbances in the liquid film, which naturally
becomes unstable as the distance x increases. The result of
these disturbances is a decrease in the local wall tempera-
ture. More generally, any disturbance of the liquid film is
likely to enhance the heat transfer by accelerating the mix-
ing between hot and cold liquid layers and thus increase the
cooling of the wall surface.

5 � Heat transfer enhancement by the mixing

The measurement technique described above was used to 
characterize the heat transfer inside several falling liquid 
films. Images of the temperature field were reconstructed 
for five forcing frequencies: f = 3 Hz, 5 Hz, 7 Hz, 8 Hz 
and 10 Hz. The wall heat flux was set at qw=1.25 W/cm2. A 
flow rate qv=3.9 L/min and a wall inclination �=10° were 
also considered, which corresponds to a film thickness � of 
about 700 µm and a Reynolds number Re = 200. The Nus-
selt model (Eqs. 8–11) can be used to determine the ther-
mal evolution of an undisturbed flat film of the same thick-
ness placed in the same experimental conditions (Fig. 21). 
A downstream distance of about 100 mm is required for 
the thermal boundary layer to reach the free surface of the 
undisturbed film. Hence, the interaction between the thermal 
boundary layer and the waves is anticipated to begin around 
x = 100 mm. Fluorescence images were collected at five 
positions after x = 100 mm. These data were complemented 
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Fig. 19   Parameters used in the problem of the flat liquid film



by an exploration with the CCI probe to characterize the film 
thickness at a few more positions.

Figure 22 shows the longitudinal evolution of the maxi-
mum and minimum thicknesses of the investigated liquid 

films. At each of the measurement position, the film thick-
ness was recorded by the CCI probe for 10 s, which allows 
obtaining an average profile for the film thickness from 
which �min and �max were extracted. The flow response to the 
loudspeaker vibrations is highly dependent on the excitation 
frequency. The response of a falling film to inlet forcing is 
complex and stems from multiple factors as experimentally 
observed by Liu et al. (1993) and Nosoko et al. (1996). In 
the present study, for f = 7 Hz and 8 Hz, waves emerge from 
the upstream tank with a much higher amplitude than for the 
other forcing frequencies. Then, the maximum film thick-
ness remains high as the downstream distance increases. For 
f = 3 Hz and 5 Hz, the wave amplitude starts at a low value 
and gradually increases, but the amplitude remains limited. 
These waves are not preceded by a capillary wave until they 
have travelled more than 200 mm. In the case of f = 10 Hz, 
the maximum thickness follows a singular evolution. Up to 
x = 180 mm, it increases, but an opposite trend is observed 
thereafter.

Time and space evolutions of the temperature were char-
acterized to evidence how the wave amplitude influences the 
heat transfer. Temperature maps are presented in Fig. 23 for 
the five forcing frequencies and the five distances from the 

Fig. 20   Comparison between 
experimental and theoretical 
temperature profiles in the case 
of two flat liquid films ( �=10°, 
T
0
=10 °C,qw = 1.25 W/cm

2)

Fig. 21   Theoretical evolution of the thickness of the thermal bound-
ary layer in an undisturbed liquid film ( � =700 µm and Re=200)



flow inlet. The undisturbed film is also added for compari-
son. Three categories of heat transfer from the heated wall 
to the free surface emerge from the observation of these 
temperature maps:

1. Diffusion limited (almost no mixing): isothermal lines
are roughly horizontal like in the undisturbed flat film.
Heat transfer in the film, in the transverse direction, is
therefore dominated by the heat diffusion. This situa-
tion is observed near the inlet of the liquid flow, where
the thermal boundary layer is too thin to interact with
the waves. At f = 3 Hz and 5 Hz, the temperature field

remains relatively well stratified in the longitudinal 
direction until x = 180 mm. These waves do not reach a 
sufficient amplitude to generate a strong mixing between 
hot and cold liquid layers. For f = 8 Hz and f = 10 Hz, 
the mixing is still limited at x = 100 mm, but the situ-
ation evolves rapidly downstream, as the thickness of 
the thermal boundary layer increases allowing for more 
interactions with the waves in the close vicinity of the 
surface.

2. Widespread mixing: an ideal situation for the heat
transfer is that of a perfect mixing, a situation in which
the temperature is uniform inside the entire liquid film.

/ /

(a) (b)

Fig. 22   Evolutions of the minimum (a) and maximum (b) of the film thickness as a function of the distance x from the flow inlet. Measurements 
obtained with the CCI probe ( �=10°, Re = 200 and qw=2.5 W/cm2)
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Fig. 23   Reconstruction of the temperature field in the waves for different excitation frequencies. Data were obtained for �=10°, Re=200 and 
qw = 2.5 W/cm2



This situation is never encountered in the experiments, 
but for several cases, mixing prevails over thermal con-
duction in widespread regions of the film. For example, 
in the case f = 7 Hz and x ≥ 180 mm, a rather uniform 
temperature can be observed across the liquid film. In 
contrast to the other two categories, the crest of the 
main wave is about at the same temperature as the rest 
of the film. These elements indicate that the mixing has 
become rather global in the film. This high level of mix-
ing is only reached by the waves with the highest ampli-
tudes (namely f = 7 Hz and 8 Hz) over the investigated 
distance of 240 mm.

3. Localized mixing: the mixing in the film is a gradual
process. Data suggest that the mixing process starts in
some designated regions in first and then, if the wave
amplitude is sufficient, becomes more widespread (cate-
gory 2). Some intermediate cases can be observed where
the temperature is still stratified in horizontal layers (dif-
fusion limited process), except in a few regions, which
are the mixing centres. Those regions include:

• The crest of the main wave keeps a lower temperature
than the rest of the film over a relatively long down-
stream distance. A vortex (in the moving frame of refer-
ence, attached to the wave) is known to induce a liquid
circulation inside the crest (Roberts and Chang 2000;
Miyara 2000; Albert et al. 2014; Zhou and Prosperetti
2020). This would explain the rather uniform tempera-
ture observed in this region. The vortex seems to interact
with the thermal boundary layer developing from the
wall. In many cases, it can be observed that the thermal
boundary layer developing from the hot wall is getting
thinner under the main wave and the vortex. Further
study is required to understand whether the centre of the
vortex is located close enough to the wall to deplete the
thermal boundary layer, or if the effect of the vortex is to
restrict the flow section and thus contribute to accelerate
the liquid flow near the wall.

• The troughs of the capillary waves usually have a higher
temperature than the rest of the film. Without a charac-
terization of the velocity field, it is difficult to identify
the exact nature of this phenomenon. Owing to their
short wavelength and large curvature, the capillary
waves impose a pressure distribution which, in some
specific cases, could satisfy the conditions for a flow
separation, which can be observed in the laboratory’s
frame. Illustrations of this phenomenon can be found
in a few numerical studies, for example Dietze et al.
(2008). In experimental studies, it has also been strongly
suspected by Tihon et al. (2006) and observed by Dietze
et al. (2009) in some very specific cases, namely at really
low Reynolds number. A backflow occurring in the
troughs of the capillary waves could play the role of an
elevator lifting the liquid heated by the wall to the free

surface. This backflow promotes the rapid mixing of the 
hot liquid close to the wall with the bulk of the film. 
In addition to this process, thermo-capillary stresses 
deserve to be considered. Marangoni effect induces a 
mass transport in direction to the regions of the free 
surface where surface tension is the lowest and thus the 
temperature the highest, like in the troughs of the capil-
lary wave. Probably due to this mass transport, the mini-
mum film thickness is observed to increase, while the 
film is heated for f = 7 Hz, 8 Hz and 10 Hz in Fig. 22a.

Figure 24 illustrates the main phenomena considered in the 
above description of the mixing, before it evolves to a wide-
spread level where thermal gradients are less visible in the 
images of the temperature field.

In order to evaluate the efficiency of heat transfer, a heat 
transfer coefficient h has been defined, from which the Nus-
selt number Nu can be derived. They are defined as:

In these expressions, Tm is the average temperature 
weighted by the local flow horizontal velocity. For the case 
of a uniform heat flux imposed at the wall surface, the evolu-
tion of Tm can be derived theoretically. The conservation of 
energy applied to the liquid film (doing the average over a 
wave period) yields:

where T0 is the initial liquid temperature at x = 0 , 
−

� is the 
average thickness of the film and L the width of the flow 
section between the two electrodes. It should be noted that 

(12)h =
qw(

Tw − Tm
) ,

(13)Nu =
qw

−

�
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(
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) .
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Fig. 24   Illustration of the main phenomena presumably playing a role 
in the description of the mixing within a wave. Mechanisms observed 
in the wave’s frame are represented in full lines, and dotted lines cor-
respond to mechanisms in the laboratory’s frame



Tm differs from the volume weighted average temperature 
Tv , which can be obtained from the 2cLIF measurements. In 
Fig. 25, the theoretical evolution of Tv was calculated for the 
undisturbed flat film using the Nusselt model (Eqs. 8–11). 
A good agreement can be noticed with the volume-aver-
aged experimental temperature maps presented in Fig. 23. 
The volume weighted average temperature Tv does not fol-
low a linear evolution with x , the distance to the flow inlet, 
contrary to Tm . An establishment length (approximately 
100 mm) is necessary for the curve of Tv(displayed in dot-
ted line in Fig. 25) to turn parallel to Tm.

Experimental temperature maps can be also used to 
evaluate the wall temperature Tw . A band of two pixels that 
are adjacent to the wall surface is considered for doing the 
evaluation of Tw in the images presented in Fig. 23. To get 
results in additional positions, the wall temperature Tw was 
also determined using a dozen of thermocouples fixed on the 
back side of the titanium foil. Due to the small thickness of 
the titanium foil ( e = 100 µm) and the rather high thermal 
diffusivity of titanium, the resistance to heat conduction is 
extremely low between the two sides of the titanium foil. 
Therefore, a temperature equality between the two sides can 
be safely considered. Thin thermocouples (0.13 mm in diam-
eter) were preferred to affect the wall temperature as little as 
possible. As shown in Fig. 25, the two methods for obtaining 
Tw gave very comparable results. Among the investigated 
liquid films, an additional cooling of the wall compared to 
the undisturbed flat film is observed for the case where the 
mixing is the most efficient (namely for f = 7 Hz and 8 Hz). 
As expected, the thermal mixing provides an enhancement 

of the heat transfer between the heated wall and the liquid 
and thus limits the wall increase in temperature.

Finally, Fig. 26 shows the evolution of the Nusselt num-
ber. As long as the thermal boundary layer remains thin, 
mixing has no effect. Regardless of the excitation frequency 
and the wave amplitude, the Nusselt number takes the same 
value as in the undisturbed flat film, for which a theoretical 
value can be derived based on the Nusselt model. When the 
thermal boundary layer reaches a thickness close to 

−

� (this 
occurs for x ≈ 100 mm as shown in Fig. 21), flow distur-
bances induced by the wave allow a mixing to take place 
more rapidly in the film. For a strong enhancement of the 
heat transfer to be achieved, the waves need to have a suf-
ficient amplitude. Hence, for f = 3 Hz and 5 Hz, no differ-
ence can be found with the undisturbed flat film, since these 
waves are too small. For f = 10 Hz, a noticeable increase 
of Nu can be pointed out. Mixing was observed to be local-
ized in the crest of the main wave and in the trough of the 
capillary wave. Finally, in the case of f = 7 Hz and 8 Hz, a 
very rapid increase of Nu is observed after x > 180 mm, as 
the mixing spreads over a very large part of the film. Close 
to the end of the heated wall ( x = 270 mm), Nu has doubled 
compared to the undisturbed flat film.

6 � Conclusions

An imaging technique based on two-colour laser-induced 
fluorescence (2cPLIF) has been developed to character-
ize the temperature distribution in a falling liquid film of 

Fig. 25   Spatial evolution of the average temperature of the liquid film 
( Tm : the flow weighted average temperature, Tv : the volume weighted 
average temperature measured by the PLIF technique) and Tw ∶ the 

wall surface temperature. Comparison to the theoretical model for the 
undisturbed flat liquid film ( �=10°, Re=200 and qw = 2.5 W/cm2)



thickness typically less than 1 mm disturbed by low fre-
quency waves that have long wavelengths of a few cm. 
A pulsed laser source is used to freeze the motion of the 
waves in the 2cPLIF images and to obtain instantaneous 
temperature fields. The use of a ratiometric fluorescence 
technic based on a pair of fluorescent dyes, fluorescein and 
sulforhodamine 640, was chosen for its high temperature 
dependence and an overall insensitiveness to high laser flu-
ence. To precisely characterize the temperature gradients in 
the films, the resolution of the pixels was refined to a few 
tens of microns, but the cameras’ field of view was then 
too limited to visualize the totality of the waves (which are 
several cm long). Images taken at different times and from 
different waves are combined to reconstruct the complete 
temperature field thanks to the wave regularity. The vari-
ation of the film thickness is used to accurately determine 
the phase associated with the wave fragments recorded in 
the images. The presence of an off-field fluorescence (i.e. 
originating from outside of the laser light sheet) is a poten-
tial source of measurement error, as it makes it difficult to 
localize the position of the free surface and the solid wall 
in the images. Moreover, it introduces a systematic bias on 
the temperature measurement. As an effect, the measure-
ments are slightly affected by the film thickness temporal 
and spatial variations. However, this bias can be corrected 
by a fine characterization of the errors produced in the case 
of isothermal films.

The imaging technique has been used to investigate the 
heat transfer inside several falling films traversed by waves 
generated with different forcing frequencies. Measure-
ments emphasize the effect of the wave amplitude on the 
mixing process within the films. In the case of low ampli-
tude waves, the temperature field is stratified in the direction 

perpendicular to the wall, which indicates that thermal con-
duction predominates in this direction. Hence, the boundary 
layer remains confined to regions that are weakly affected 
by waves. For intermediate wave amplitudes, mixing first 
appears in the wave crests, where a vortex is located, and in 
the troughs of the capillary waves, in the vicinity of which 
reverse flow can be suspected. Finally, when the wave ampli-
tude is large, mixing spread further in the film. A rather uni-
form temperature is observed over a large region of the film, 
including the crest of the main wave. The mixing observed 
on the reconstructed temperature maps is well related to 
an enhancement of the heat transfer coefficient. A twofold 
increase in the Nusselt number can be found for the experi-
mental cases in which the mixing is the most widespread 
in the film.
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